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The Role of Artificial Intelligence in
Sustainable Development

Bayesian Estimation of the Parameters Half-
Normal Distribution Using Lindley's

Approximation

By: Eman Nouh




Half-Normal Distribution

Probability Density Function (PDF) of the half-

normal distribution is defined as follows:
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Half-Normal Distribution

The cumulative distribution function (CDF):

F(x) =P(X <x)
= [ f(t)dt
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Lindley :
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Bayesian Estimation of
the Parameters of the

Gamma Distribution
using Lindley's
Approximation

The joint prior distribution:

We will take a~R(c;) and f~HN(c3)
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And «, B are independent

Then,

P(a,f) = P, P,

P(a,B) =
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we can have the log likelihood of a random sample of size n:

b= (~atog(®) ~ tog (@) ~ togCe;) + alog(z) ~
=1

Which implies required derivatives of L:
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we can have the logarithm of the joint prior distribution:
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Derivative of p:
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Fisher information matrix and its inverse FI evaluated at & and f:

o1 = —nY(l,a)
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Bayesian Estimation of
the Parameters of the

Gamma Distribution
using Lindley's
Approximation

Example:

Applied Lindley approximation for mean of the gamma distribution

g(a,B) =ap.




The Bayes Lindley Approximated Estimate of g(«, §):

Ay = (uy0011 + Up1012)

By = (I30011 + 11012 + 131021 + 1120%3)

Ay = (Up1022 + U10021) By = (131011 + 12012 + 12021 + Ly3022)

Ty = (uzo + 2U10P10)011

Therefore,
T, = (U171 + 2Up1P10)021
T3 = (uy1 + 2U10P01)012
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9L =9 +5(T1 + T, +T5 +Ty) +5(A1B1 + A3 B5)
Ty = (uo2 + 2Up1P01)022




Conclusion

We have applied Bayesian techniques for estimating the parameters
of the Half-Normal distribution the classical methods (maximum
likelihood, method of moments) and the Bayesian method,
where we used Lindley's approximation when we can't get
Bayesian estimator in closed forms. We have further studied some
characteristics of these estimators.
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