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Half-Normal Distribution

The graph of the sample with the PDF of 

the Half-Normal Distribution where as 𝜃 as 

be the variable with the following values 

0.2, 0.3, 0.4, 0.5, 0.6 .

Probability Density Function (PDF) of the half-

normal distribution is defined as follows:    

𝑓 𝑥 =
2

𝜋𝜃2
𝑒
−𝑥2

2𝜃2 , 𝑥 ≥ 0



Half-Normal Distribution

The graph of the sample with the CDF of 

the Half-Normal Distribution where as 𝜃 as 

be the variable with the following values 

0.2, 0.3, 0.4, 0.5, 0.6 .

The cumulative distribution function (CDF):
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= ׬
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His formula is given as follows



Bayesian Estimation of 

the Parameters of the 

Gamma Distribution 

using Lindley's 

Approximation

The joint prior distribution:

We will take 𝛼~𝑅(𝑐1) and 𝛽~𝐻𝑁(𝑐2)

𝑃1 𝛼 =
𝛼𝑒

−
𝛼2

2𝑐1
2

𝑐1
2

𝑃2 𝛽 =
2𝑐2𝑒

−
𝑐2
2𝛽2

𝜋

𝜋

And 𝛼, 𝛽 are independent

Then,

𝑃 𝛼, 𝛽 = 𝑃1𝑃2

𝑃 𝛼, 𝛽 =
2𝛼𝑐2𝑒

−
𝛼2

2𝑐1
2+

𝑐2
2𝜎2

𝜋
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we can have the log likelihood of a random sample of size n:

𝐿 =෍

𝑗=1

𝑛

−𝛼 𝑙𝑜𝑔(𝛽) − 𝑙𝑜𝑔 𝛤 𝛼 − 𝑙𝑜𝑔(𝑥𝑗 + 𝛼 𝑙𝑜𝑔 𝑥𝑗 −
𝑥𝑗
𝛽

Which implies required derivatives of L:

𝐿03 = σ𝑗=1
𝑛 (−

2𝛼

𝛽3
+

6𝑥𝑗

𝛽4
)

𝐿30 = −𝑛 𝜓 2, 𝛼

𝐿12 =
𝑛

𝛽2

𝐿21 = 0



we can have the logarithm of the joint prior distribution: 

𝜌 = −
𝛼2

2𝑐1
2
−
𝑐2

2𝛽2

𝜋
+ 𝑙𝑜𝑔 2 − 2 𝑙𝑜𝑔 𝑐1 + 𝑙𝑜𝑔 𝐶2 − 𝑙𝑜𝑔 𝜋 + 𝑙𝑜𝑔 𝛼

Derivative of 𝜌:
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Fisher information matrix and its inverse ෢𝐹𝐼 evaluated at ො𝛼 and መ𝛽:

𝜎11 = −𝑛 𝜓 1, 𝛼

𝜎22 = σ𝑗=1
𝑛 𝛼

𝛽2
−

2𝑥𝑗

𝛽3

𝜎12 = −
𝑛

𝛽

𝜎21 = −
𝑛

𝛽



Bayesian Estimation of 

the Parameters of the 

Gamma Distribution 

using Lindley's 

Approximation

Example:

Applied Lindley approximation for mean of the gamma distribution 

𝑔(𝛼, 𝛽) =α β.

𝑢12 = 𝑢21 = 1
𝑢11 = 𝑢22 = 0
𝑢𝑢1 = 𝛽
𝑢𝑢2 = 𝛼



𝐴1 = 𝑢10𝜎11 + 𝑢01𝜎12

𝐴2 = 𝑢01𝜎22 + 𝑢10𝜎21

𝐵1 = 𝑙30𝜎11 + 𝑙21𝜎12 + 𝑙21𝜎21 + 𝑙12𝜎22

𝐵2 = 𝑙21𝜎11 + 𝑙12𝜎12 + 𝑙12𝜎21 + 𝑙03𝜎22

𝑇1 = (𝑢20 + 2𝑢10𝜌10)𝜎11

𝑇2 = 𝑢11 + 2𝑢01𝜌10 𝜎21

𝑇3 = 𝑢11 + 2𝑢10𝜌01 𝜎12

𝑇4 = (𝑢02 + 2𝑢01𝜌01)𝜎22

Therefore,

𝑔𝐵𝐿 = ො𝑔 +
1

2
𝑇1 + 𝑇2 + 𝑇3 + 𝑇4 +

1

2
(𝐴1𝐵1 + 𝐴2𝐵2)

The Bayes Lindley Approximated Estimate of 𝑔(𝛼, 𝛽):



We have applied Bayesian techniques for  estimating  the parameters  
of  the Half-Normal  distribution the  classical methods (maximum  
likelihood,  method  of  moments)  and  the  Bayesian   method,  
where  we  used  Lindley's  approximation  when  we can't  get 
Bayesian  estimator  in closed  forms.  We have further studied some 
characteristics of these estimators.

Conclusion



Thanks
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